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ISS Computing 

Cluster Number of 
servers 

Logical CPUs 

ISS-ALICE 
 

40 388 

RO-13-ISS 4 32 

PlanckGrid 14 112 

RoSpaceGrid 26  208 

Total 88 740 

Fifth Romania Tier 2 Federation "Grid, Cloud & High Performance Computing Science 

25-27 October 2012 

2 



CLUSTERING TECHNOLOGIES IN ISS DATA CENTER 
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Rocks Clusters 

 was chosen due to ease of deployment, management, maintenance and 

flexibility , facile extensibility of software packages via software entities known 

as “Rolls”. 

  is more than a middleware. It is a system composed of open source operating 

system that is based on a Red Hat flavor - CentOS (which comes with a 

modified interface for Anaconda for setup of cluster parameters and services) 

and a database with a corresponding set of scripts that simplify the process of 

node deployment, authorization of services and cluster monitoring. 

 Installation can be customized by using so-called software Rolls. These Rolls 

expand system capacity by integrating effortlessly and automatically software 

packages and management mechanisms used by the Rocks administration 

tools, simplifying installation and configuration over a large number of computing 

nodes. Rocks Clusters brings a large number of rolls, such as: Torque, SGE, 

Condor, Ganglia, Java, HPC, etc.  
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Rocks Clusters 
 used in more than 1800 clusters worldwide 

 the model used is the server (frontend) - client 

model in which the central server will contain all 

necessary central clustering services that will serve 

a number of clients types like the computing nodes 

(main computing resources) and the login nodes – 

the nodes for user interaction with the cluster. 

 On the computing nodes the first Ethernet interface 

will be used for the private network but Rocks have 

the possibility of setting up over a large cluster of 

nodes of other various private network used for 

dedicated usage like high speed networking or 

special storage sharing (10 Gbps, Infiniband). 

 Rocks use the well-known and established tools for clustering, “Maui” and “TORQUE”. 

 “Maui” - We use a priority based node allocating policy that would give priority to the most 

unoccupied servers 

 “TORQUE” - We use several queues for the jobs to be submitted with restrictions in place for 

memory consumption (3584 MB resident memory and 4096B virtual memory) and wall time (36 

hours). 

CLUSTERING TECHNOLOGIES IN ISS DATA CENTER 
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GRID SERVICES AND MIDDLEWARE DEPLOYED IN DATA CENTER 

AliEn  –  Alice Environment 

 is a lightweight Grid framework which is built around Open Source components 

using the Web Services model. It has been initially developed by the ALICE 

collaboration (ALICE Offline Project) as a production environment for the simulation, 

reconstruction, and analysis of physics data in a distributed way. 

EMI – European Middleware Initiative 

 is a Service Oriented Grid middleware providing services for managing distributed 

computing and storage resources and the required security, auditing and information 

services. Target server platform is Red Hat Linux or any binary compatible 

distribution, such as SL and CentOS  

 EMI is a close collaboration of three major middleware providers, ARC, gLite and 

UNICORE, and other specialised software providers like dCache. 

 The products, managed in the past by these separate providers, and now 

developed, built and tested in collaboration, are for deployment in EGI as part of the 

Unified Middleware Distribution - UMD 
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GRID SERVICES AND MIDDLEWARE DEPLOYED IN DATA CENTER 

EMI – European Middleware Initiative 

 One of the central services in the EMI middleware is the information system 

consisting of BDII_site and BDII_top services, all available grid services and 

their status being listed in this system 
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GRID SERVICES AND MIDDLEWARE DEPLOYED IN DATA CENTER 

EMI – European Middleware Initiative 

 April 2012: update our site from gLite 3.2 to EMI 1 (Kebnekaise) 

 

 July 2012: update our site from EMI 1 to EMI 2 (Matterhorn) 

XRootD storage 

 The XRootD project aims at giving high performance, scalable fault tolerant access to 

data repositories of many kinds. The typical usage is to give access to file-based ones. It 

is based on a scalable architecture, a communication protocol, and a set of plugins and 

tools based on those.  

 XRootD software framework is a fully generic suite for fast, low latency and scalable data 

access, which can serve natively any kind of data, organized as a hierarchical filesystem-

like namespace, based on the concept of directory.  
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HARDWARE AND TOPOLOGY OF COMPUTING FACILITY 

 Our hardware is mainly comprised of SuperMicro machines that were chosen for the great 

resource density/price ratio. For computing nodes we use Twin servers which give us 

densities of 4 sockets/1U and for the storage we use servers with 24, 36 drives and JBOD 

cases with 45 drives in 4U of rack space.  

 Generic schematic of ISS computing facility : 
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HARDWARE AND TOPOLOGY OF COMPUTING FACILITY 

 The AliEn cluster has at his core a 10 Gbps aggregating switch which is connected to the 

top-of-rack switch of the computing nodes.  In the aggregating switch are connected the 

private interfaces of the storage node, a topology which give a high bandwidth connection 

between worker nodes and storage with very little oversubscribing. 



 high utilization by ALICE user analyses  

High utilization of what is provided ISS-ALICE  
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Jobs history (5 years!) 1% of ALICE computing (last year period) 

http://alimonitor.cern.ch 



High storage traffic: 

High utilization of what is provided  ISS-ALICE  

Last 3 years 
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High availability – 88.68% 
Success ratio – 88.47% 
High usage – 97.96%  
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High utilization of what is provided  ISS-ALICE  

http://alimonitor.cern.ch 
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RO-13-ISS Statistics 

http://accounting.egi.eu 
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RO-13-ISS Statistics 

http://accounting.egi.eu 
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Monitoring solution - MonALISA 
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Monitoring solution - MonALISA 
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Monitoring solution - MonALISA 
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Monitoring solution - MonALISA 
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Monitoring solution - MonALISA 
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Monitoring solution - MonALISA 
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Monitoring solution - Ganglia 



Thank you for your attention! 
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