chnologies and BigData in LIT

elelopment of distributed computing

Korenkov V., Strizh T,
Adam G., Podgainyi D.
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On a festivity dedicated to receiving the
Nobel Prize for d séo ery of Higgs boson,
CERN Director pr sor Rolf Dieter Heuer

directly called th #‘id-
technologie e of three

pillars of success (alongside with

the LHC accelerator and physical
installations).

Without implementation of the grid-infrastructure on LHC it would be
impoassible to process and store enormous data coming from the
collider and therefore to make discoveries.

Nowadays, every large-scale project will fail without using a
distributed infrastructure for data processing.




LIT Fundamentals

> Provide IT services
necessary for the
fulfillment of the JINR
Topical Plan/onh Research
and International
Cooperation injan efficient
and effective manner

[\ EX M ELT]
and software
support

» Building world-class
competence in IT and
computational physics

Corporative
information
system

» 24/7 support of computing
infrastructure/and services
such availahility is called
nonstop serviJﬁe

IT-infrastr\FJ ture is one of the

Training,
education and
user support

JINR
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JINR Local
Comprises 78

Users — 4079,
Remote VPN us

E-library- 146
High-speed trg

CERN LHCOPN 20Gbps
CERMN LCHONE 1OGbps _

GLORIAD 10Gbps

RUNNet 10Gbps
RBNet 10Gbps
RadioMSU 10Gbps

1S

JINR-GW-1
BLTP

2a Network
mputers & nodes
12436

— 708
ail.jinr.ru-2000
port (10 Gb/s)

g

JINR-GYY-2 f:
TIER-1
By
B

Dubna Clients 1Gbps

cicc
LIT

=y 20Gbps
4——» 1Gbps

(Cegsa2)

Controlled-access at network entrance.
General network authorization system involves
basic services (Kerberos,AFS, batch systems, JINR
LAN remote access, etc.)

IPDB database - registration and the authorization
of the network elements and users, visualization of
statistics of the network traffic flow, etc.
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Access Se
Publishers

library Content

User with
http://proxy.jinr.rufelibs.pac

@ %@ . WAN Router

=

—

SEESs N ":'3'-__.—' —— JINR Member States '
[ 1PDB database Login ’l\‘ -.
' @ JINR Networlﬁ*'mn | _ ser with
Remoute USGI’S ttp://proxy.jinr.ru/elibs.pac
Lo_gln!Password

Groups Admins

1375 Republicof Azerbaijan - 24
Slovak Republic - 39

Republic of Moldova — 6 (+3)
RO-LCG 2015, ClujiNapoca, 28 - 30 Oct. 2015 o mania — 37, Bulgaria -1 (+8), Georgia-1(+7)



Presenter
Presentation Notes
По запросу стран-участниц ОИЯИ  Лабораторией информационных технологий организован сервис удаленного доступа к электронным версиям публикаций известных научных издательств 
(Elsevier, IOP, Springer, AIP, APS, AMS, Wiley ). Доступ к сервису осуществляется через авторизацию на proxy сервере ОИЯИ. 
Для сотрудников стран-участниц ОИЯИ предусмотрена удаленная регистрация через ответственного представителя этой �страны. В настоящее время этим сервисом пользуются 1246 ученых их ОИЯИ и стран-участниц, удаленно используют этот сервис  108(+18) человек.
In response to JINR Member States requests a new service was arranged in LIT, allowing remote access to electronic versions of publications issued by well-known scientific publishers. Authorized users allowed to download full-text articles of those publishers from any remote site. 
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Presenter
Presentation Notes
This slide shows the JINR’s Computing Center Scheme of equipment. 

Here you can see the JINR Tier 1 connectivity plan with Tier0.



Tier-2 sites
{about 160)

Tier-0 (CERN):
«Data recording
*|nitial data

reconstruction
eData distribution

Tier-1 sites

10 Glvs ks

- Tier-1 (>14 centres):
e *Permanent storage
*Re-processing

* Analysis

e Simulation

Tier-2 (>200 centres):
e Simulation
* End-user analysis
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> inauguration of the Tierl center for the CMS
yeriment at LIT (March 26, 2015)
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.ll_,mrm\ 7
"; LIT TTD Hy

Current Status 2015: Nearest Plans 2015:

Total performance: single precision 75 TFLOPS .
double precision 20 TELOPS Total performance: +35 TFLOPS

1 JserInterface i « Hardware upgrades:
Switch-blade
Blade chassis

4X 2x Intel Xeon CPU E5-2695v2
3x NVIDIA TESLA K40 Blades With 4 NVIDIA

2x Intel Xeon CPU E5-2695v2 TESLA K80
2x Intel Xeon Phi Coprocessor 7120P

9 Intel Xeon CPU E5-2695v2 * Creating of polygon for training

NVIDIA TESLA K20X courses on Parallel Computing
Intel Xeon Phi Coprocessor 5110P Technologies

2x Intel Xeon CPU E5-2695v2
6x HDD 1.2 TB

Operating system: Scientific Linux 6.5

File systems: EOS and NFS
Currently the total number of users comprise 95 people: Batch system: SLURM

26 are from JINR member-countries: Armenia,

Bulgaria, Mongolia, Romania, Slovakia, Ukraine, etc.

19 people are from the|fallowing universities of Russia: MSU, SPSU, PFUR and
“Dubna” University.

hYBRI | [l

RO-LCG 2015, Cluj-Napoca, 28 - 30 Oct. 2015



Parallel computing for QCD problems: e s

F. Burger(IP, HU, Berlin, ), 2 Z::ef

M. Miller-Preussker (IP HU, Berlin, Germany), g B

E.-M. llgenfritz (BLTP& VBLHEP, JINR), T ) %

A. M. Trunin (BLTP JINR) < N

http://theor.jinr.ru/~diastp/summer14/program.html#tposters i< 00 S v 35 ST T/ T
=~ | Parallel computing for investigation of

= | Bose-systems:
- Alexej |. Streltsov (“Many-Body Theory of Bosons” group at
— CQD, Heidelberg University, Germany),

' Oksana I. Streltsova (LIT JINR)

coordinate

npFAx)

Vix), p(x),

Parallel computing for Technical problems:

A. Ayriyan (LIT JINR), J. Busa Jr. (TU of Kdsice, Slovakia),
E.E. Donets (VBLHEP, JINR),
H. Grigorian (LIT JINR,;Yerevan State University, Armenia),

J. Pribis (LIT JINR; TU of Kosice, Slovakia)
e

_ RO-LCG 2015, Cluj-Napoca, 28 - 30 Oct. 2015




HybrilIT: tutorials

Tutorials on the basis of HybriLIT:

| « Regular tutorials on parallel programming technologies
both for the institute staff and for students and young
scientists from JINR member-states organized by the UC;

e Specialized courses from the leading software developers. NS

Specialized courses and seminars within conferences and
schools organized by JINR. In particular within GRID’2014,
International youth conference MPAMCS’2014, The
Helmholtz International Summer School "Lattice QCD,
Hadron Structure and Hadronic Matter" 2014; MMCP’2015
NEC’2015, AIS-GRID’2015.
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Baku, AZ

)& U

- v es
tLab  helpdesk development

OpenNebula

development testbed
HybriLIT testbed 1
services

OpenNebula PanDA
NICA development testbed
' testbed testbed N

PRUE
Moscow,RU

<> EGI
Federated JINR cloud usage

Cloud statistics

JINR cloud characteristics:
Based on OpenNebula

CPU cores: 200
Total RAM: 400
Total disk capacity} 16 TB
Registered users: /7

# of running VM : 100

CPU usage by department, core * hours Memory usage by department, GB * hours




- MPI could become a platform for training, research,
grid = desktop grid development, tests and evaluation of modern
Clusters. grid T EE technologies in distributed
computing and data management.
> < M Such infrastructure was set up at LIT integrating
ain components of ) i

data A e caerem  the JINR cloud and educational grid

P L ekl  infrastructure of the sites located at the following

management o
technologies organizations:

» Institute of High-Energy Physics (Protvino,
Moscow region),
» Bogolyubov Institute for Theoretical
Physics (Kiev, Ukraine),
» National Technical University of Ukraine
"Kyiv Polytechnic Institute" (Kiev, Ukraine),
» L.N. Gumilyov Eurasian National
= f e ed & ely DLl University (Astana, Kazakhstan),
oo 4 = A ok Sl RIS =] > B.\erkin Institute for Low Temperature
o : Sl BN Dy sics and Engineering of the National

Academy of Sciences of Ukraine
Scheme of the distributed cloud FOPGECYANACIN]
grid-infrastructure » Institute of Physics of Azerbaijan National

Academy of Sciences (Baku, Azerbaijan)

LIT JINR

e ‘{: Kol -..-' ':‘ ] I_ _________________________ -_____________._ ____________ = ;________________:
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DesktopGrid



Presenter
Presentation Notes
Training, research, development and testing in the grid environment are less effective or cannot be done at all on the production grid infrastructures. The use of dedicated facilities efficiently solves such tasks. Such a dedicated infrastructure was set up at LIT integrating the JINR cloud and educational grid infrastructure.
This infrastructure is intensively used for training, research, development, and testing tasks in such modern IT-technologies as cloud and grid computing as well as distributed data management. More and more organizations from Russia and the JINR Member States showed interest in it and expressed their wish to set up and integrate their own grid sites into it as efficient means to use the modern grid technologies.
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COUNTRY Mormalised CPU time (kSIZK) per COUNTRY

Others Canada

France

United States of America

- Germany

Italy

United Kingdom Japan

Metherlands
Switzerland

Russia
Spain

Sweden

- 39,141,955,720 Russia- 1,692,805,500

1,199,005,437 40,529,530




infrastructure of regional centers for processing, storage and
analysis of data of the LHC physical experiments.

The grid-technologies are a basis for constructing
this infrastructure.

A protocol between CERN, Russia and JINR on participation in
the LCG|project was signed in 2003. MoU about participation
in the WLCG project was signed in 2007.

e

\_

TaSkS Of the e Creation of a complex of tests for WLCG software

RUSSla N centers e Introduction of WLCG serV|c.es f.or experiments
. . e Development of WLCG monitoring systems
d nd J I N R W|th IN e Development of simulation packages for experiments

WLCG : e Creation of a Tierl center in Russia

| | | RO-LCG 2015, Cluj-Napoca, 28 - 30 Oct. 2015 2!
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WLCG Google Earth Dashboard
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Dashboard
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9 Big Data in 2012

; Clgﬂgle Facebook upl:

180PB/ye

Google search @

'~ (YouTube) pigit.

USPBIYE  phealth
' ' 30PB

Wired Magazine 4/2013

L€ Hernandez Ciomral LHC Computing Upgrade and Evolution

gram of processed data evidently shows that the studies
are performed under Big Data conditions.
After LHC modernization and start-up in 2015, the data stream will increase 2.5

times thus demanding increase in the resources and optimization of their use.
RO-LCG 2015, Cluj-Napoca, 28 - 30 Oct. 2015




PanDA Workload Management
Data Management
o
submitter - Replica

define

—
task/ job |
repository 0SG

(Production DB)
pilot

ARC Interface
(aCT)

pilot
scheduler
Worker Nodes (autopyfactory)

p)

End-usel
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Evolving PanDA for Advanced
Scientific Computing

Titan LCF

PanDA@EC2

Interactive node
Job scheduler
x509

‘Pilot's |
’ Tian' E
[ piot 7| queve |7

runJobHPC

PanDA Job (HTTPS)

Peak 24 5PF| 26 PF

System memory 710 TB total memory

4

&  Multicore WN

Data Transfer y
Node (DTN) Shared FS / HPC Scratch

Gemini High Speed 203 Toris Storage@BNL

Interconnect
Lustre Filesystem 32 PB

High-Performance
Storage System 29 PB
(HPSS)

1/0O Nodes 512 Service and I/O nodes .
12 OLCF| 20 II

ATLAS (BNL, UTA), OLCF, ALICE (CERN,LBNL,UTK), LIT JINR:

— adapt PanDA for OLQF (Titan)
— reuse existing PanDA|components and workflow as much as possible.

—  PanDA connection layer|runs on front-end nodes in user space. There is a predefined host to communicate with CERN from OLCF,
connections are initidted from the front-end nodes

— SAGA (a Simple API for Grid Applications) framework as a local batch interface.
—  Pilot (payload submission) is running on HPC interactive node and communicating with local batch scheduler to manage jobs on Titan.
—  Outputs are transferred to BNL T1 or to local storage

Interconnect

Storage

Archive

RO-LCG 2015, Cluj-Napoca, 28 - 30 Oct. 2015
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NICA Accelerator Complex

CD

& Yoke Cryostat ECal
| /SC Coil /TOF

3 A, N ! .
For the NICA project the data stream has the
following parameters:
e high speed of the event set (up to 6 kHz),

e in central Au-Aulcollision at the NICA
energies, about 1000 charged particles are
generated,

e predicted event|guantity - 19 billion;

e the total amount of initial data can be
valued as 30 PB annually or 8.4 PB after

processing. RO-LCG 2015, Cluj-Napoca, 28 - 30 Oct. 2015



Simulation of
A-MPD-SPD Tier0O-Tierl
computing facilities

Tier 1 Module 1

: e NICA MPD-
SPD experiments will face with great
challenges in distributed| computing:

» large increase of CPU and
network resources;

» combined grid and cloud access;

» Intelligent dynamic data
placement

A\

distributed parallel computing;
rameal muest af alllR fem A Data storage and processing scheme of TierO-Tier1 level

A\

analysis software codes. Estimated rate of NICA-MPD

experimental data to be
transferred to Tier 1 is about
24 PB by one month.
Simulation result shows what
@ happened in the grid/cloud

W system if the data volumes are
grow up to 1,5 times for
example. Simulation result
allows one to understand how
the intensity of the input
stream determines the
reserves of the system capacity

The program SyMSim|(Synthesis of
Monitoring and SIMulation) for

simulation of grid-cloud structures is |§
developed. "

The originality consists in combining
a simulation program with a real
monitoring system of{the grid/cloud |
service in frame of the same program.

RO-LCG 2015, Cluj-Nappca, 28 - 30 Oct. 2015


Presenter
Presentation Notes
The simulation was performed for T0/T1 computing facilities of JINR NICA MPD-SPD project. It confirms good potential of our simulation approach. SyMSim structure is sufficiently general and flexible to allow to replace our present simplifications into more real conditions  in future developments.
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Current status: Job & data flow scheme of TO-T1 NICA-MPD

UFinancial planning and cost control — in production;
UDistributed collection of earned value data — in production; Under study structure composition:
Uinstallation of CERN’s EVM system at JINR and system
integration — finished, in production;

UDevelopment of subsystem for versioning of plans — in progress.

v'Tape robot,
v'Disk array,
v'CPU Cluster.
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Presentation Notes
Для поддержки проекта NICA можно выделить два активно развивающихся направления:
 1.      Разработка системы управления проектами для NICA. �На данный момент система находится на стадии разработки:
- планирование финансов, контроль фактической стоимости, регистрация данных и отчеты EVM (Earned Value Management system);
-  EVM, разработанная в ЦЕРН для проекта LHC, была внедрена в инфраструктуру ОИЯИ и объединена с системой NICA-EVM.
Несмотря на достигнутые результаты, необходимо также развивать другие направления, такие как объединение с MS Project, разработка версий планов и т.д.
2.      Точное динамическое моделирование всех процессов, включенных в хранение, передачу и анализ данных.  Подход к моделированию информационно-вычислительной среды и мониторинг позволил сделать выводы по оптимальному соотношению числа процессоров и блоков для обработки данных. Полученные результаты предоставляют решения по моделированию проблем и последующей разработке хранилищ данных. 
  
There are two kinds of intensively developed computing activities for NICA support: 
Development of the project management system for NICA. 
We can state that this system is in production:
- Financial planning, actual cost control, earned value data collection and EVM reports are in production;
 Earned Value Management system (EVM), developed at CERN for LHC project, has been ported to JINR environment and integrated with JINR NICA-EVM system.
Nevertheless there is wide field for further development like integration with MS Project, versioning of plans etc..   
2. Careful dynamical simulations of all processes involved in the data storage, transfer and analysis. A dedicated approach to the design of the information-computer environment and monitoring allowed inferences on the optimal ratio between the number of processors and the number of drives for data processing. The obtained results bear general validity enabling solutions of future design problems and subsequent development of data repositories. 
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LLLJINR - China collaboration

LIT team is a key developer of the BES-III

distributed computing system

A prototype of BES-IIl Grid has been built (9 sites
including IHEP CAS and JINR). Main developments have
been done at IHEP and JINR. The Grid is based on DIRAC

interware. e

IHEPD-USER JINR-USER 16.316

Monito ring IHEPD-USER USTC-USER 15.932

IHEPD-USER WHU-USER 6.728

"] SE latency monitoring =] | =] 1 8

- BES-IIl grid monitoring system is operational since MRUSR  HEPDUSER 19322
JINRAJSER. JINR-UJSER 14.24
February 2014. MRUSR  USTCAUSER 14827

. . . JINR-USER WHU-USER 8.516

- Implementation of the new monitoring system based on o b sl

DIRAC RSS service are in progress LSTEUSER - JINRAUSER 8%

USTC-USER. USTC-USER 2,748

USTC-USER. WHU-USER. 624,375

Job management T

. . . . WHU-USER JIMR-USER 20,227

- Advising on the CE's installation and management e erevem o 10
- BES-III jobs can be submitted on JINR cloud service now VRUCSR s - z
Data management ===~~~ - %

i

- Installation package for Storage Element was adopted
for BES-IlI Grid

- Solution on dCache-Lustre integration was provided for
main data storage in IHEP

- Research on the alternative DB and data management
service optimization is in progress

1L

BEEEI .

EEEEEEEEE EE

Infrastructure
- Creation of the back-up DIRAC services for BES-IIl grid at
JINR is in progress

_l RO-LCG 2015, Cluj-Napoca, 28 - 3078
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Presentation Notes
The BES-III experiment in Beijing is a world best facility to test Standard Model and QCD with high precision in tau-charm domain
• BES-III data volume ~0.5 PB/year→2 PB (2015), 2х109 CPU hours for data processing. Consolidation of resources is necessary so the BES-III Grid is being constructed
• DIRAC is BES-III grid solution.
• JINR participates in the experiment since 2005
• LIT team participates in all tasks of BES-III grid development. Our main computing activities are data management and grid monitoring. Great progress have been reached in data-store infrastructure. First production version of the monitoring system for BES-III was developed and has been actively used.
•More development on BES-III grid organization needed at data set management, job management and data management integration, monitoring & accounting and clouds integration

•The BES-III infrastructure can be used to process data in other joint JINR-China projects and may be in NICA
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in objective of the 7-year plan

Creation of a Unified information environment integrating a number of
various technologjcal solutions, concepts, techniques, and software in order to offer
optimal approaches for solving various types of scientific and applied tasks

on a global leve| of the development of advanced information and computation
technologies

scalability
e Grid interoperability

adaptability to new
technical solutions.

e Supercomputer
(heterogeneous)

* Cloud
e Local computing operates 12 months

cluster a yearin a 24x7
... mode

RO-LCG 2015, Cluj-Napoca, 28 - 30 Oct. 2015
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CICC to MICC

ultifunctional Information and Computing Complex

lerant infrastructure with electrical power storage and

jon facilities with expected availability of 99.995%,
and uses a large variety of architectures, platforms,
nal systems, network protocols and software products
means for organization of collective development

ts solution of problems of various complexity and

natter

management and processing of data of very large
and structures (Big Data)

means to organize scientific research processes
training IT infrastructure users
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earch and Development

—

> deve Opment of a distributed research environment ;
O research|in the field of integration of heterogeneous computing resources and data
sources;
O research|on the questions of optimizing usage of the existing capacities, in particular
supercomputers, for data processing in a distributed environment;
O scientifid studies in the field of integrating hybrid (HPC), cloud and grid technologies
with the|purpose of their optimal use;
O research| in the field of the local and global monitoring of distributed computing
systems;
O research| and development of intellectual methods of new generation computing
infrastructure management;
O introduction| and development of the methodology of a short-term/medium
term/long-term forecast of the development of the multifunctional computer center;
»research in the field of intensive operations with massive data in distributed systems (Big
Data), development of corresponding tools and methods of visualization, including 3D;
»development pf| new parallel applications, cross-platform and multi-algorithm software
complexes in @ lheterogeneous computing environment that allows one to expand the
spectrum of solvablle computationally intensive fundamental scientific problems.
RO-LCG 2015, Cluj-Napoca, 28 - 30 Oct. 2015
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ment and support of the program libraries of
and special purpose;
and support of program libraries and software

es realized on the parallel programming
gies CUDA, OpenCL, MPI+CUDA, etc.;

and development of a specialized service-
environment for modeling experimental
ons and processes and experimental data

NG,
1 methods for software development:
le, platform-independent simulation tools

daptive (data-driven) simulation development
are
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e development
physical syste

| Systems, Mathematical Processing
d Analysis of Experimental Data

ilities and in the frameworks of international collaboration;
of numerical methods, algorithms and software packages for modelling complex

— interactions inside hot and dense nuclear matter,

— physicochemical processes in materials exposed to heavy ions,

— evolutig

n pf|localized nanostructures in the open dissipative systems,

— properties|oflatoms in magnetic optical traps,

— electromagnetic response of nanoparticles and optical properties of nanomaterials,

— evolutid
— astrophy

e development
quantum con

e development
low-dimensig

guantum systems in external fields,
sical studies;

of methods and algorithms of computer algebra for simulation and research of
putations and information processes;

of symbolic-numerical methods, algorithms and software packages for the analysis of
nal compound quantum systems in molecular, atomic and nuclear physics. 42
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participation of JINR and German research centers”

[ grid segment for the LHC experiments” was supported in frames of JINR-South
DN agreement;

grid segment at Cairo University and its integration to the JINR GridEdu

zech Republic Project “The grid for the physics experiments”
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Plenipote

Main use

- upgra
HybriLIT (
software)

- organ
- mobil
Tutorials

Ol

hese money:

e of the heterogeneous hybrid computing cluster

acquisition of basic hardware modules, basic license

jzation of conferences (8 kS for MMCP 2015)
1t

parallel computing using HybriLIT
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MATHEMATICAL MODELING AND
COMPUTATIONAL PHYSICS 2015

Stara Lesna, High Tatra Mountains, Slovakia
July 13 — 17, 2015

XXV International Symposium
e TRl comptHiS

XXV INTERNATIONAL SYMPOSIUM
ON NUCLEAR ELECTRONICS &
COMPUTING
Montenegro, Budva, 28 september -
02 october
and
SCHOOL ON NUCLEAR ELECTRONICS
& COMPUTING

lar tutorial courses and traineeship of young scientists and

students from the JINR Member States RO-LCG 2015, Cluj-Napoca, 28 - 30 Oct. 2015
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http://nec2013.jinr.ru/
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In 2016 JINR will celebrate its 60" anniversary.




Thank you for your attention!
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